Complex Networks

Teachers: D. Garlaschelli, F'. den Hollander, A. Plaal.
Written examination: Wednesday, 16 December 2015, 10:00-13:00.

Open book exam: the lecture notes may be consulted, but no other material.
See the remark after Exercise 11.

Answer each question on a separate sheet. Put your name, student number and
the mumber of the question you are answering on each and every sheet. Provide
full cxplanations with each of the answers,

Each question is weighted by s number of points, as indicated. The total number
ol poinis is 100. The final grade will be calculated as a weighted average: 30%
for homework assignments and 70% for this exam.

Success!

1. [5 points] List the [our main catcgorics into which real-world networks
are classified and give a short description of an example in cach category.
2. [7 points]
2a. Qive the delinilion of typical distance in a graph G.
2b. When is a sequence of random graphs (G )new called small world?
2¢. Is the sequence of Krdés-Rényi random graphs (ER,(A/n))nen small
world for all choices of A € (0,00)?
3. [7 points]
3a. Draw all the possible cutcomes of CM3((1,1,2,2)).
3b. What is the probability of each outcome? (Note that different pair-
ings of half-cdges may lead to the same outcome.)

3c. Are all the outcomes simple?

4. [18 points]

A real-world network is represented as a simple (i.e., with no multiple
edges and self-loops) undirected graph G* with n = 5 vertices. Chung and
Lu decide they want to compare their model with the real-world network,
They define their connection probabilities {p;;} (with p;; = 0¥i) and, after
computing them on the real network, they find that psq > pss, pis > pos,
P43 > P14, Ps2 = P45-

4a. Find the degree sequence k(G*) of the real-world network G*. Ex-

plain your resull.

4b. Draw G™. Explain your result.



Ae.
4d.

4e.
4f,

Write the matrix P having the numerical values of {p;;} as cntries.

Wrile the probability of occurrence of G* under the model used by
Chung and Lu.

Draw all the graphs that have the maximum probability in the model.

Is G* found wmong the graphs with maximum probability? Explain
why.

5. [8 points]

‘Whenever this exam asks to “provide an algorithm,” you are requested to
do so in u programming language thal is close to Python, Java, C, or C++.
Here “closc” means that we are interested in the algorithmic essence. No
points will be deducted for simple syntactic omissions such as missing
semi-colons. The algorithmic meaning, however, should be clear beyond
doubt. Do provide declarations of essential variables, Provide algorithmic
detail with low level operations, no high level Python funclions. See also
definition of pseudo-cade at the end of this exam.

Of an undirected graph the following edge list is given:
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Draw the graph.

- Provide the adjacency matrix of this graph in algorithmic Pseudo-

code.

‘What is the mean of the number of edges of the vertices? Provide an
algorithm to compute this number.

What is the time complexity of this algorithm? Why?

Name two strategics to help you ascertain that your program is cor-
rect.

6. [12 points]

Ga.

&b.

Provide an algorithm for the Configuration Model based on an adja-
cency matrix. Describe any assumptions, imperfections or limitations
of your program.

What is the computational time complexity of the program?

7. [8 points] Consider the configuration model CM,,(K) with n vertices and
degree sequence X = (K,..., K,) whose componenty are i.i.d. random



variables with probability distribution function f given by

F2y=F3) =1, f(k) = 0 otherwise,
conditioned to satisly K1 + -+ Ky = even. A “hacker” removes cach
vertex of degree 3 with probability g € (0, 1), independently of other ver-
ticos. For what values of ¢ docs the “mutilated” randem graph percolate
for n — eo (i.e., the largest counected compenent has a size of order n
with a probability tending 1o 1 as n — co)?
. [9 points]

Consider the contact process with parameter A € (0, 00} on the triangle.
Let X (t) denote the total number of infections at time t. Define e(j) =
E(7a| X (0) = §), j = 0,1,2,3, where 7, = inf{t > 0: X(t) = 0} is the time
to cxtinction.

8a. Write down the transition rates for the continuous-time Markov pro-

coss X = (X(t))ez0.

8h. Write down four equations linking e(f), j = 0,1,2,3.

8c. Use these equations to compute e(j), 7 = 0,1,2,3.
. [16 points]

A real-world network is represcnted as a simple (i.c., with no multiple
edges and self-loops) undirected graph G* with n = 5 vertices. Park and
Newman, not satisfied with the model used by their collcagues Chung and
Lu in Problem 4, decide they want to compare their own model with the
real-world network, Park and Newman define their connection probabil-
ities {pi;} {with f(z;) = z; and p; = 0 Vi) and, after computing the
hidden variables {x*} on the real nctwork using the Maximum Likelihood
principle, they find that pay > psa, pis > Pas, Pas > P14, Ps2 = P45

Note: This problem refers to Problem 4, but is completely independent of
the solution of Problem 4, so the two can be solved in any order.

9a. Find the degree scquence E(G*) of the real-world network G*. Ex-
plain your result.

9b. Draw G*. Explain your result.

9¢. If P denoles the matrix having the numerical values of {p;;} as
entrics, calculate the marginals of P, defined as the n row sums
2;;1 Pi; Vi

9d, Calculaie the average nearest-neighbour degrec kT (G*) for each
node 7 of G*.

9. Calculate the clustering coefficient C;{G*) of each node i for G*.
(For nodes with degree 1, conventionally set the clustering cocfficient
to ()

9f, Let P{G*) be the probability of occurrence of the real-world network
G~ in the model used by Park and Newman. Write P(G") as a

3



function of the degree sequence of G* and discuss qualitatively what
happens to P(G™) when the parameters {z;} are varied.

10. [6 points]
10a. Provide an algorithm to compute the Empirical Average Nearest
Neighbor degree. Assume as data structure an adjacency matriz.
10b. What is the computational time complexity of the program? Why?
11. [6 points]
11a. Provide an algorithm to compute the Empirical Average Nearest
Neighbour degree. Assume as data structure an adjacency list.

11b. What is the computational time complexity of the program? Why?

Wikipedia's entry on Pseudo-code says the following:
1t is an informal high-level description of the operating principle of a computer
program or other algorithm.

It uses the structural conventions of o programming language, but is intended
for human reading rather than machine reading. [...] The purpese of using
Pscudocode is that it is easier for people to understand than conventional pro-
grumaming language code, and that it is an efficient and environment-independent
description of the key principles of an algorithm. Tt is commonly used in text-
books and scientific publications that are documenting various algorithms.



